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M.1
Introduction

Typically, with the hot-deck method of imputation, missing responses for a particular variable (called the "base variable" in this appendix) are replaced by values from similar respondents with respect to a number of covariates (called "auxiliary variables" in this appendix). If "similarity" is defined in terms of a single predicted value from a model, these covariates can be represented by that value. The respondent with the missing value for the base variable is called the "recipient," and the respondent from whom values are borrowed to replace the missing value is called the "donor."

The imputation procedure used for most variables requiring imputation in the National Survey on Drug Use and Health (NSDUH)
 was the predictive mean neighborhood (PMN) method, which is a combination of predictive mean matching (Rubin, 1986) and unweighted random nearest neighbor hot deck (NNHD). No other hot-deck method was used to impute missing values in the 2004 survey. Although only one hot-deck imputation method was used in the current imputation procedures for NSDUH, two other methods also have been used in past surveys. All three are discussed in this document: unweighted sequential hot deck, unweighted random NNHD, and weighted sequential hot deck. The first method, the unweighted sequential hot deck, was the exclusive method of hot-deck imputation used for the 1991 to 1998 surveys and the paper-and-pencil interviewing (PAPI) sample of the 1999 survey. This method was used for all demographic variables in the 1999 survey, but it was not used for other variables. In the 2000 survey, the unweighted sequential hot-deck method was used only for education and employment status and was not used at all in the surveys since 2001. However, it remains in this appendix for historical purposes and for the sake of comparison with the other two methods. The imputation of demographic and other variables unrelated to pair analyses are described in the NSDUH imputation report (Grau et al., 2005). As stated earlier, the 2004 survey primarily used the second hot-deck method listed, the unweighted random NNHD. The third hot-deck method, weighted sequential hot deck, incorporated the sampling weights associated with each respondent. It was used in earlier surveys, but it was not used in the 2004 survey. For more information on weighted sequential hot-deck, see Cox (1980, pp. 721-725) and Iannacchione (1982).

A step that is common to all hot-deck methods is the formation of imputation classes, which is discussed in Section M.2. This is followed by a general description of the three hot-deck methods in Sections M.3 through M.5. With each type of hot-deck imputation, the identities of the donors are generally tracked. For more information on the general hot-deck method of item imputation, see Little and Rubin (1987, pp. 62-67). 

M.2
Formation of Imputation Classes

When there was a strong logical association between the base variable and certain auxiliary variables, the dataset was partitioned by the auxiliary variables, and imputation procedures were implemented independently within classes defined by the cross of the auxiliary variables. These classes were defined by logical and likeness constraints, which are described in the main body of this report. Classes defined by the likeness constraints were collapsed if insufficient donors were available, and classes defined by logical constraints were not collapsed, due to the possibility of an inconsistency with preexisting nonmissing values that would have resulted.

M.3
Unweighted Sequential Hot Deck 

In the years that the unweighted sequential hot deck was used, its implementation involved three basic steps. After the imputation classes were formed, the file was appropriately sorted and imputed values were assigned, as described in the following sections.

M.3.1
Sorting the File 

Within each imputation class, the file was sorted by auxiliary variables relevant to the item being imputed. The sort order of the auxiliary variables was chosen to reflect the degree of importance of the auxiliary variables in their relation to the base variable being imputed (i.e., those auxiliary variables that were better predictors for the item being imputed were used as the first sorting variables). In general, two types of sorting procedures were used in previous surveys to sort the files prior to imputation:

· Straight Sort. A set of variables was sorted in ascending order by the first variable specified. Then within each level of the first variable, the file was sorted in ascending order by the second variable specified, and so forth. For example:
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· Serpentine Sort. A set of variables was sorted so that the direction of the sort (ascending or descending) changed each time the value of a variable changed. For example:
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The serpentine sort had the advantage of minimizing the change in the entire set of auxiliary variables every time any one of the variables changed its value. 

M.3.2
Replacing Missing Values

The file was sorted and then read sequentially. Each time an item respondent was encountered (i.e., the base variable was nonmissing), the base variable response was stored––updating the donor response––and any subsequent nonrespondent that was encountered received the stored donor response, creating the statistically imputed response. A starting value was needed if an item nonrespondent was the first record on a sorted file. Typically, the response from the first respondent on the sorted file was used as the starting value. Due to the fact that the file was sorted by relevant auxiliary variables, the preceding item respondent (donor) closely matched the neighboring item nonrespondent (recipient) with respect to the auxiliary variables.

M.3.3
Potential Problem

With the unweighted sequential hot-deck imputation procedure, for any particular item being imputed, there was the risk of several nonrespondents appearing next to one another on the sorted file. To detect this problem in NSDUH, the imputation donor was identified for every item being imputed. Then, when frequencies by imputation donor were examined, the problem was detected if several nonrespondents were aligned next to one another in the sort. When this problem occurred, sort variables were added or eliminated or the order of the variables was rearranged.

M.4
Unweighted Random Nearest Neighbor Hot Deck 

As with the other methods, the unweighted random NNHD was implemented in three steps. After the imputation classes were formed, a neighborhood of potential donors was created from which imputed values were assigned, as described in the following sections.

M.4.1
Creating a Neighborhood of Potential Donors 

First, a metric was defined to measure the distance between units, based on the values of the covariates. Then a neighborhood of potential donors "close to" the recipient was created based on that metric. For example, the distance between the values of the recipient and potential donors for each of the auxiliary variables was calculated, and then the donors for the neighborhood were chosen such that the maximum of these distances was less than a certain value, referred to as "delta." This neighborhood was restricted, using the imputation classes defined above, so that the potential donors' values of the base variable were consistent with the recipient's preexisting nonmissing values of related variables. In NSDUH, the values of the auxiliary variables were represented by a predicted mean from a model so that the distance metric was a univariate Euclidean distance between the predicted mean of the recipient and the potential donors. The distance was relative when dividing this value by the predicted mean of the recipient, resulting in delta as a percentage. 

In application, if the predicted means were probabilities, the values of delta varied depending upon the value of the predicted mean. In this case, each delta was defined as 5 percent of the predicted probability if the probability was less than 0.5, and 5 percent of 1 minus the predicted probability if the probability was greater than 0.5. This allowed a looser delta for predicted probabilities close to 0.5 and a tighter delta for predicted probabilities close to 0 or 1. The range of values for delta across various predicted probabilities is shown in Table M.1. 

Table M.1
Values of Delta for Various Predicted Probabilities

	 SEQ CHAPTER \h \r 1Predicted Probability (p)
	Delta

	p 0.5
	0.05*p

	p > 0.5
	0.05*(1  p)


M.4.2
Randomly Selecting a Donor for the Recipient from the Neighborhood of Donors 

From the neighborhood of donors created in the previous step, a single donor was randomly selected. The base variable values for this single donor replaced those of the recipient. The selection was conducted as a simple random sample because weights were incorporated in determining the neighborhood mean, which was the predicted mean. Alternatively, a weighted selection could have been employed if weights had not been used to determine the neighborhood mean. If no donor pairs were available with predicted means within delta of the recipient pair's predicted mean(s), the neighborhood was abandoned and the donor pair with the closest predicted mean(s) was chosen.This was done to reduce the potential for bias.
M.5
Weighted Sequential Hot Deck 

The steps taken to impute missing values into the weighted sequential hot deck were equivalent to those of the unweighted sequential hot deck. The details on the final imputation, however, differed with the incorporation of sampling weights. The first step, as always, was the formation of imputation classes. Afterwards, two additional steps, as described below, were implemented. 

M.5.1
Sorting the File 

Within each imputation class, the file was sorted by auxiliary variables relevant to the item being imputed. The sort order of the auxiliary variables was chosen to reflect the degree of importance of the auxiliary variables in their relation to the base variable being imputed (i.e., those auxiliary variables that were better predictors for the item being imputed were used as the first sorting variables). In general, two types of sorting procedures were used in previous surveys to sort the files prior to imputation: straight sort and serpentine sort. Both of these methods are described in detail in Section M.2.2. 

M.5.2
Replacing Missing Values

The procedure used in the 2004 survey followed directly from Cox (1980). Specifically, once the imputation classes are formed, the data is divided into two datasets: one for respondents and one for nonrespondents. Scaled weights v(j) then are derived for all nonrespondents using the following formula: 

v(j) = w(j)s(+)/w(+);  j = 1, 2, … n,
where n is the number of nonrespondents, w(j) is the sample weight for the jth nonrespondent, w(+) is the sum of the sample weights for all nonrespondents, and s(+) is the sum of the sample weights for all respondents (Cox, 1980). The respondent data file is partitioned into zones of width v(j), where the imputed value for the jth nonrespondent is selected from a respondent in the corresponding zone of the respondent data file. 

This selection algorithm is an adaptation of Chromy's (1979) sequential sample selection method, which could be implemented using the Chromy-Williams sample selection software (Williams and Chromy, 1980). Furthermore, Iannacchione (1982) revised the Chromy-Williams sample selection software, so that each step of the weighted sequential hot deck is executed in one macro run. 

M.5.3
Benefits of Weighted Sequential Hot-Deck

With the unweighted sequential hot-deck imputation procedure, for any particular item being imputed, there is the risk of several nonrespondents appearing next to one another on the sorted file. An imputed value could still be found for those cases since the algorithm would select the previous respondent in the file. However, some modifications are required in the sorting procedure to prevent a single respondent from being the donor for several nonrespondents (see Section M.3.3). On the other hand, with the weighted sequential hot-deck method, this problem does not occur because the weighted hot deck controls the number of times that a donor can be selected. In addition, the weighted hot deck allows each respondent the chance to be a donor since a respondent is selected within each v(j). 

The most important benefit of the weighted sequential hot-deck method, however, is the elimination of bias in the estimates of means and totals. This type of bias is particularly present when the response rate is low or the covariates explain only a small amount of variation in the specified variable. In addition, many surveys sample subpopulations at different rates, and using the sample weights allows, in expectation, the imputed data for the nonrespondents to have the same mean (for the specified variables) as the respondents. In other words, the weighted hot deck preserves the respondent's weighted distribution in the imputed data (Cox, 1980).
























































































































































































� This report presents information from the National Survey on Drug Use and Health (NSDUH), an annual survey of the civilian, noninstitutionalized population of the United States aged 12 years old or older. Prior to 2002, the survey was called the National Household Survey on Drug Abuse (NHSDA).
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